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Single-question customer metrics have become popular as tools to measure customer 
loyalty (Wiesel, Verhoef, and de Haan 2012). Indeed, many organizations use the Net 
Promoter Score (NPS), following the claim that a single question is all that is needed to 
predict a company’s financial performance and growth (Reichheld 2003). Indeed, it is 
argued that by asking “How likely is it that you would recommend company X to a friend 
or colleague?”, a firm is able to assess overall customer loyalty based on the customer’s 
intention to refer others. Although the NPS measure can be used as a loyalty indicator, it 
does not offer an explanation of the root cause or causes of a low score. Further, this 
measure is typically taken at the end of the customer journey, thus potentially masking 
the underlying issues of concern, which form the basis for identifying improvements. 
Relying solely  on a simple single customer metric is risky and so  companies are 
encouraged to adopt a more nuanced multidimensional approach to better predict 
customer behavior (Keiningham, et al. 2007; Wiesel, Verhoef, and de Haan 2012). 
Keiningham et al. (2007) stated that a “combination of VOC metrics universally 
outperforms the use of only the NPS’s recommendation intentions when predicting actual 
loyalty behavior.” Clearly, the widely acclaimed NPS is based on a customer’s attitude 
rather than his or her actual behavior.  

 
Our work contributes to the understanding and management of customer loyalty measurement 
in the following four ways. First, the study contributes to establishing the unreliability of the NPS 
or overall satisfaction as a single loyalty measure within B2B complex service organizations. 
Second, the proposed framework integrates multiple sources of customer data, by including 
demographic, behavioral and attitudinal customer data when assessing customer loyalty. The 
combination of multiple data sources when assessing customer loyalty supports the criticism of 
using a single loyalty metric evident in the literature (Aksoy 2013; Keiningham et al. 2007; 
Kristensen and Eskildsen 2011; Pollack and Alexandrov 2013). Making a judgment on customer 
loyalty without consideration of behavioral data is misleading. Third, our predictive analytics 
model uses big data techniques to predict customer loyalty and identifies customers who are no 
longer conducting business with the organization. In particular, our study contributes to setting 
up systematic multi-methods using a big data approach to capture and analyze customers’ data 
from different sources. Fourth, we extended the linguistic text-mining approach introduced by 
Villarroel Ordenes et al. (2014) to determine the complaint status and emotions of each customer 
using text-mining textual feedback that divides customers into groups of complainers, neutral or 
satisfied. The integration of the verbatim comments helps firms to understand why customers are 
leaving or inactive.   
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NET PROMOTER SCORE CRITICISM  
 
Customer loyalty measurement relies mainly on survey-based metrics and uses the overall 
satisfaction or repurchase intention scores (Bolton and Drew 1991; Parasuraman 2006). In 
particular, Reichheld (1993) claimed that the NPS can be used as a standalone metric for 
measuring customer loyalty and that it is superior to other VOC metrics. Each customer answers 
the question “How likely is it that you would recommend company X to a friend or colleague?” on an 
11-point rating scale, ranging from 0 (not at all likely) to 10 (extremely likely). Customers are then 
grouped based on their chosen ratings into three segments: promoters, passives, and detractors. 
Promoters are defined as customers having the highest referral intention, with a rating of 9 or 10, 
passives with ratings of 7 or 8 and detractors ranging from 0 to 6 on the NPS scale (Reichheld 
2006). The NPS has been used to predict a company’s financial growth (Reichheld 2003).  
 
However, questions have been raised about the veracity of the claims that the NPS is the only 
score needed. For example, Keiningham et al. (2007) replicated the analyses used in net promoter 
research and compared the findings of Reichheld (2003) and Satmetrix with the American 
Customer Satisfaction Index using the same industries employed in Reichheld’s study. Their 
research rejects the claim that the Net Promoter Score (NPS) is the “single most reliable indicator of 
a company’s ability to grow.” In its macro-level analysis, the study found no real indication that 
average levels of attitudinal loyalty metrics significantly correlate with the relative change in 
revenue within the respective industry. Furthermore, single metrics alone cannot predict 
customer loyalty and consequently are unlikely to deliver actions to managers. Customers’ 
loyalty-based behaviors are multidimensional and therefore a better measurement tool is 
required.  
 
Keiningham et al. (2007) examined different customer satisfaction and loyalty metrics and 
evaluated their relationship to customer retention, recommendation and share of wallet. Again, 
this study confirmed that the recommended intention single measure alone is not sufficient to 
assess customer loyalty. Rather, the authors suggest that a multidimensional metric would 
perform better in predicting customer loyalty. As such, the studies of Keiningham et al. (2007) 
demonstrate that there are no simple solutions for turning loyalty into business growth and that 
firms should balance and manage different aspects of the customer experience simultaneously to 
improve customer loyalty. Failing to do so would be misguided, resulting in the associated 
resources and actions being misallocated.   
 
Furthermore, Grisaffe (2007) scrutinized the conceptual foundations of the NPS based on a 
practitioner’s perspective and principles of social science and marketing methodology. Grisaffe 
argued that the NPS is not sufficient as an approach to customer loyalty measurement and 
management because recommendations alone are unable to drive business success. For 
example, customers could give high NPS scores (promoters), but a firm could lose a percentage of 
its customer base. Thus, the metric misinforms managers and diverts them away from marketing 
actions such as retaining the existing customer base and understanding their lifetime value. The 
research also emphasized that a single diagnostic measure is not comprehensive, and thus it is 
essential for firms to undertake detailed investigations. Indeed, the authors suggest that a “total 
system/multi-dimensional” approach in terms of indicators capturing the customer experience 
(both attitude and response to offering) would help companies to succeed in the long run, and to 
understand the root cause of customers’ problems in order to identify the best strategic actions. 
In particular, the NPS does not provide such a prescription for firms to diagnose the underlying 
causal factors.  
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Pingitore et al.’s (2007) study used customer feedback data across automotive industry, insurance, 
full-service investment, airlines and car rentals to examine the strengths and limitations of the 
NPS from a practitioner’s perspective. The research contrasted four net VOC metrics (net 
delighted, net committed, net satisfied, net promoter) with four standard continuous satisfaction 
and loyalty VOC metrics (overall satisfaction, customer satisfaction index, commitment, likelihood 
to recommend). They examined the impact of multiple VOC metrics on industry-dependent 
financial performance metrics and compared the NPS scale to its four-point likelihood-to-
recommend scores. The study found that the intention-to-recommend question is not critical 
and, furthermore, that the NPS is not the only net customer feedback that correlates with 
financial performance. Other questions such as net satisfied, net delighter and net committed 
provide equally robust correlations to different financial outcomes. Clearly, firms should look to 
different measurements to assess customer loyalty.  
 
Pollack and Alexandrov (2013) provided insights into the validity of the Net Promoter Index (NPI) 
to measure customer loyalty and predict financial performance. The study investigated the net 
promoter question as an alternative to the traditional word-of-mouth measure. The findings did 
not support the assertion of NPI’s superiority over other voice of customer metrics. Furthermore, 
the findings suggest that a combination of metrics is best for predicting actual loyalty behaviors, 
thereby confirming the study by Keiningham et al. (2007). There is no empirical evidence to 
support the predictive ability of NPI on growth and financial performance. The authors 
recommend that firms do not use NPI as a standalone diagnostic tool, or as a predictor of growth 
or financial performance.  
 
 Morgan and Rego (2006) empirically investigated which customer satisfaction and loyalty metrics 
(average customer satisfaction score and net promoter scores) are most useful in predicting 
future business performance. The study employed the American Customer Satisfaction Index 
(ACSI) data and evaluated the link between six loyalty metrics and firm performance. The findings 
revealed a negative correlation between net promoters and gross margin performance. The 
results clearly demonstrated that firms should not focus solely on customer feedback systems and 
customers’ recommendation intentions and behavior metrics. Furthermore, the study suggests 
that increasing the number of net promoters will fail to improve a firm’s performance and 
promoters are subsequently not buying significantly more and/or that they may not influence 
potential new customers. The authors studied the impact of customer complaints’ behavior on 
business performance and the analysis suggested that monitoring customer complaints does 
provide insights into satisfaction and is valuable for predicting future business performance.  
 
Another study by Kristensen and Eskildsen (2011), which questions the NPS claim and asserted 
that NPS is a very poor predictor of customer loyalty and satisfaction, investigated the superiority 
claim of the NPS as a loyalty measure for firm growth. The research used a 2006 customer 
satisfaction survey of the entire insurance sector in Denmark. This study was different to previous 
studies in the sense that it conducted an experiment in the Danish insurance industry to answer 
specific questions concerning NPS. The paper suggested that using the NPS as a key element in 
managerial decision-making might mislead organizations in measuring customer loyalty. The 
findings in this paper are consistent with previous research (Grisaffe 2007; Keiningham, Cooil, 
Andreassen et al. 2007; Keiningham et al. 2008). However, the analyses were based on business-
to-consumer data from Denmark. More research is needed on business-to-business contexts and 
in different countries. Another study using the same data set as Eskildsen and Kristensen (2011) 
demonstrated that demographics also need to be investigated because the NPS suffers from 
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distinct gender differences. In particular, the distribution of females and males is different when it 
comes to promoters and detractors, but the same for passives. Therefore, there are serious issues 
related to the robustness with the NPS because females rate higher than males within the 
promoter category. However, female promoters tend to have a smaller effect on the NPS score. 
Thus, fusing survey-based metrics alone is challenging because organizations rely on the 
respondents’ memory of a service process or a transaction, which may not always be a correct 
representation of the actual occurrence (Kristensen and Eskildsen 2014).   
 
Big Data Techniques  
We argue that market researchers will serve both their organizations and customers better if they 
play an active role in updating the customer loyalty measurement by using big data techniques. 
Firms could benefit from the use of more sophisticated and advanced modelling approaches, 
which have the potential to uncover patterns in customer data and to link with business results 
(Aksoy 2013). Approaches such as data mining could be incorporated to evaluate customer 
loyalty rather than relying solely on survey-based measurement and statistical techniques. For 
example, Hosseini, Maleki and Gholamian (2010) proposed a data-mining model to assess 
customer loyalty and customer lifetime value based on recency, frequency and monetary (RFM) 
attributes and the K-means clustering method. The study assessed the degree of customer loyalty 
to maximize the profits of B2B organizations. The proposed model demonstrated a significant 
improvement in the accuracy of customer loyalty measurement. However, this study has 
limitations; the model relied on combining data-mining techniques alone and did not consider 
the impact of textual data such as verbatim comments from customers, which are now generated 
at many touchpoints in the customer’s journey. Specifically, online chatter, or user-generated 
content, constitutes an excellent emerging source for marketers to mine meaning at high 
temporal frequency (Tirunillai and Tellis 2014), and to gain insights into specific points of friction. 
  
Baumann, Elliott and Burton (2012) studied the factors that help to explain customers’ behavioral 
intentions in retail banking. In particular, the research investigated the associations between 
customer satisfaction, perceived service quality, recent and current consumer behavior and long-
term intentions to remain a customer. This research contributes to the customer loyalty literature 
by adding other loyalty predictors, such as customers’ perceptions of market conditions 
(perceived switching costs and benefits), and customer characteristics, such as demographic 
factors, which have received less attention in the marketing literature. The study found that 
customer perceptions, market conditions and some customer characteristics are unique 
predictors of behavioral intentions. The full model explained 56.9 per cent of behavioral 
intentions in retail banking.   
 
Customer relationship and churn management literature has discussed the importance of using 
data-mining techniques (Neslin et al. 2006; Hopmann and Thede 2005; Wubben 2008; Wübben 
and Wangenheim 2016) to predict customer loyalty. Furthermore, Tamaddoni, Stakhovych and 
Ewing (2015) compared different churn prediction techniques in non-contractual settings and 
assessed their performance. The study used simulated data from two online retailers and 
evaluated the performance of different customer churn classifiers (Support Vector Machine (SVM) 
and one probability model (Pareto/NBD)) against logistic regression and the RFM model. The 
findings suggested that campaigns that use the boosting technique have the highest profits 
compared to campaigns designed using SVM, logistic regression, Pareto/NBD or RFM methods. 
Moreover, campaigns using the Pareto/NBD model have the lowest profit. Furthermore, the 
Pareto/NBD model is unable to outperform logistic regression.  
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Another study by Coussement and Poel (2009) investigated the impact of emotionality indicators 
on churn behavior and compared three classification techniques, namely, Logistic Regression, 
SVM and Random Forests, to distinguish churners from non-churners. They found that adding 
emotions expressed in client/company emails increases the model’s performance. The study 
suggested that the use of Random Forests improves predictive performance when compared to 
SVMs and Logistic Regression.   
 
Text mining is another big data technique that has been used recently to extract customer 
opinions from unstructured comments. For example, Pang and Lee (2008) utilized text mining to 
extract sentimental insights from customer data to improve customer loyalty measurement. 
Tirunillai and Tellis (2014) used text analytics to understand the dimensions of product quality in 
order to gain insights into brand positioning. Using longitudinal data on product reviews across 
firms and markets, their study extracts specific latent dimensions of quality, and the valence, 
labels, validity, importance, dynamics and heterogeneity of those dimensions. Villarroel Ordenes 
et al. (2014) utilized text analytics to analyze customer feedback in order to capture key aspects of 
the customer experience. In particular, the text-mining model captured customer activities and 
resources, company activities and resources, and customer sentiment (compliments, complaints 
or suggestions) from the customer satisfaction data. However, their research did not combine the 
qualitative data and quantitative data to assess and predict customer loyalty.  
 
Together, this nascent stream of research suggests that there is a strong need to combine data 
mining and text mining to better analyze and predict customer loyalty. Clearly, this review 
highlights a critical research gap and important research opportunity. To date the methods have 
been confined to either qualitative or quantitative techniques. Our paper seeks to fill this gap, 
and to further our knowledge of customer loyalty measurement using a data-driven approach. 
Additionally, most firms do not measure both the attitudinal and behavioral components of 
loyalty, instead measuring either one or the other (Aksoy 2013). Although the marketing literature 
stresses the importance of repurchase behavior as a loyalty assessor, the most popular 
performance measure, NPS, completely disregards it. To address this, the NPS was compared to 
actual customer spending patterns in our model. This enables a fuller understanding of actual 
customer behavior, not just customers’ self-proclaimed loyalty referral intentions. Another 
contribution is that we built a customer loyalty model that combines a multitude of data sources 
representing both loyalty measures: attitudinal and behavioral (Aksoy 2013; Uncles, Dowling, and 
Hammond 2003). In addition, the “voice of customer” was taken into account through the 
extraction of customer sentiment within feedback survey comments and incorporated into our 
proposed loyalty assessor model. Specifically, we built on and extended the study of Villarroel 
Ordenes et al. (2014) using a linguistic-based text-mining approach that combines qualitative 
data (text analytics) on specific customer experience touchpoints with quantitative company 
data. In addition, our model offers the predictive ability of determining whether customers are 
likely to churn, thereby increasing the model’s functionality. 

METHODOLOGY  
 
Transforming customer loyalty data into systematic customer insights requires a formal system by 
which measures are included as part of a data collection and analytics process. Our aim was to 
develop a new loyalty assessment model that combines both text and predictive analytics. Rather 
than relying on survey-based NPS measurement, we applied big data techniques to customer 
data gathered from multiple sources in order to evaluate customer loyalty. In addition, we 
demonstrate the use of these data sources are essential to confirm that the self-proclaimed 
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referral intention of the single measurement does not necessarily translate into behavior and 
purchasing patterns. Importantly, our study utilized customers’ textual feedback to understand 
why customers are churning or inactive, and quantified the generated textual categories for use 
in our customer loyalty model. To do so, several stages were required following the Cross Industry 
Process for Data Mining (CRISP-DM) (Chapman et al. 2000). The CRISP-DM process is the “de facto 
standard for developing data mining and knowledge discovery projects” (Marbán et al. 2009).   
 
As shown in Figure 1, the multi-staged research program involves five key steps: 1) business 
understanding; 2) data source understanding; 3) predictive variables; 4) model construction; and 
5) model evaluation. We undertook a pre-study, comprising interviews conducted to understand 
the participant organization’s current practices. We used a longitudinal customer data set 
covering attitudinal data (customer surveys, which include NPS ratings and qualitative customer 
comments), behavioral data (transactional data) and demographic data across multiple 
touchpoints for a large international B2B service organization. The data sources were limited to a 
three-year timeframe (2012–15), with a total of 1,044,512 transaction records. As such, it provided 
an excellent setting in which to develop B2B customer loyalty, as there were multiple touchpoints 
with both the same and multiple customers, across multiple time points. We employed a variety 
of analytic approaches to develop, test and validate our customer loyalty model. We used the 
recency, frequency and monetary (RFM) technique to transform customer transactional data into 
profitability scores, facilitating the categorization of customers based on purchasing behavior. 
Furthermore, the K-means clustering technique was used to identify customers who had churned 
and were no longer conducting business with the organization. We extended the linguistic text-
mining approach introduced by Villarroel Ordenes et al. (2014) to determine the complaint status 
of each customer by mining textual survey feedback that divides customers into groups of 
complainer, neutral or satisfied. Finally, the prediction model used neural network and Bayesian 
network algorithms to predict customer loyalty. This methodology enables managers to 
transform data into information about the customer and assists them with making informed 
decisions.  

 
 
Figure 1. Customer Loyalty Assessment and Prediction Framework 
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Business Understanding   
The participant company is a UK-based asset-heavy organization, where there are many 
customer–firm touchpoints along a customer’s journey. The organization has a widespread 
customer base, with each customer having multiple branches. The company has many inter-
company relationships, which may include a partnership with the original manufacturer, the 
company’s customers and the company’s competitors. The firm offers both products and services 
to B2B customers, making it a suitable selection for the intent of exploring customer loyalty 
assessment measures existing within a complex service industry. It also offers an opportunity to 
address the research gaps found within the literature concerning the lack of research into the 
validity of NPS in both the B2B and service settings (Kristensen and Eskildsen 2014; Pollack and 
Alexandrov 2013). 
 
At this stage, interviews were conducted with key informants, including the participant 
organization’s General Manager of Service Excellence across the UK, the Customer Experience 
Manager, and the Strategic Customer Performance Analyst in charge of the customer feedback 
process. The aim of the interviews was to understand the current overall customer loyalty process 
to identify both the strengths and weaknesses of the current measurement system. The questions 
describe the company’s customer experience strategy and customer loyalty measurement 
process. Questions were asked about what the experience is like, the customer experience 
strategy, what are the pain points of customers, why they believe this occurs, the customer loyalty 
(NPS) measurement process, and how the organization is currently using these insights.  
 
The main customer experience strategy of the participant company focuses on making customers 
feel appreciated, giving them a sense of security and offering them an effortless experience when 
dealing with the company. The organization is committed to highlighting areas of the business 
that need improvement or are operating efficiently, and to identifying the relevant practices. The 
organization focuses on five pillars. First, engagement is emphasized to ensure that all business 
segments within the company are aligned with the customer experience strategy and to 
understand its effect on the business’s performance. Second, a protocol is designed for dealing 
with customers and methods of communication that specify who interacts with a customer, how 
they interact and when this takes place. It is also important to note that this step is currently in 
development. Third, structure and governance aim to ensure that launched projects are tracked 
effectively and that each business segment has a voice in the business. They are also used to set a 
precise definition of each business segment’s role in the overall business cycle. The fourth pillar is 
a measurement to assess the company’s current performance regarding customer experience. It 
is administered by a third party through a telephone survey conducted on a weekly basis with the 
aim of capturing the real voice of the customer. The final pillar is continuous improvement based 
on the insights captured in the measurement step to improve the indicated business segment. 
 
The focus of our study resides in the measurement pillar, specifically understanding the current 
method and suggesting improvements. The customer satisfaction measurement is based on a 
customer survey, which is administered on a monthly basis (including structured and 
unstructured data). The survey includes questions on overall satisfaction, repurchase, referral, 
resource availability, responsiveness, communication, service completion duration, preparation, 
service quality, invoice timeliness and invoice accuracy. Customers rate each question from 1 to 
10, where 10 is “Very Satisfied” and 1 is “Very Dissatisfied.” The final question is open-ended: “Do 
you have any other comments or suggestions on how (NAME) could improve this service.” This 
allows the company to gather real-time comments from customers and to obtain information 
about the service that is not captured elsewhere.  
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When the company receives the customer feedback, manual analysis of the data is performed on 
a monthly basis to identify customer concerns. Currently, if a score of 7 or lower is given then an 
“Alert” is triggered, and every month an alerts report is generated using the monthly survey data. 
All customers, regardless of the type of transaction, are asked the NPS question, “How likely is it 
that you would recommend the company to a friend or colleague?”, from which customer loyalty is 
assessed. According to the Customer Experience Manager, the company uses “the industry 
standards’ NPS to measure customer loyalty and that it’s the one metric that interests the company.” 
Moreover, the company has no clear method of determining customer inactivity as a result of the 
lack of a full CRM system.  
 
Data Source Understanding 
To acquire a holistic view of customer loyalty, we integrated data across multiple systems. The 
data was classified into three categories: attitudinal, behavioral and demographics. The 
attitudinal data was collected from the customer survey, which includes structured (NPS rating) 
and unstructured data (verbatim comments). The behavioral data was collected from the financial 
system. This data consists of sales (new, used, lease), product support (parts and service 
transaction types) and customer service agreement (CSA) transactions (parts and service 
transaction types). Two groups of customers were identified: those who have a maintenance 
contract with the company, referred to as Customer Service Agreement (CSA) customers; and 
those who deal in a transactional setting, referred to as Product Support (PS) customers. 
Demographic data, which contains the regional locations of customers, was included. In total, we 
collected 1,044,512 transaction records over a three-year period.  
 
We undertook many interactions with the company to ensure data integrity and quality. These 
data sources were essential for the following reasons: 1) customers’ loyalty-based behaviors are 
multidimensional, and for this reason the attitudinal and behavioral data are essential 
components of measuring customer loyalty; 2) to establish a link between a customer’s self-
proclaimed referral intention and their actual spending patterns, accomplished by comparing the 
NPS score with customer transactional data; and 3) to analyze the customer textual feedback 
found in surveys in order to identify customer pain points and to unmask the root causes that 
may affect customer loyalty.  
 
Predictive Variables of Customer Loyalty Model  
This section outlines the techniques we used as predictive variables for our customer loyalty 
model. The recency, frequency and monetary (RFM) technique is a well-known method for 
determining a customer’s purchasing behavior based on historical transactional data. Originated 
in 1997 by Cullinan, it was later adopted for direct database marketing purposes by Hughes 
(1996). RFM variables were found to be important predictors of future customer life value (CLV) 
and customer behavior and churn (Ballings, Van Den Poel, and Verhagen 2012; Bardauskaite 2014; 
Tamaddoni, Stakhovych, and Ewing 2015). Notably, recency is considered to have the highest 
predictive influence (Coussement and Van den Poel 2008). Since its development, it has been 
widely adopted as a measure of behavioral loyalty.  
 
The RFM model is essential because it transforms customer transactional data into profitability 
scores, facilitating the categorization of customers based on their purchasing behavior. In order 
to perform the RFM analysis, customers’ purchasing patterns are observed over a predefined 
period. This is done by first sorting customers based on their recency values and then dividing the 
customer base into five groups. Each customer then receives a rank, where customers with the 
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lowest recency values receive a score of (5), and customers with the highest recency values 
receive a score of (1). This is because a customer who has made a recent transaction is considered 
more valuable to the company. This step is repeated for both the frequency and monetary values, 
with the difference between the highest values being assigned a score of (5). Finally, each 
customer receives an overall RFM score, which is a combination of each RFM variable rank. Table 1 
shows the RFM predictive variable scores of some customers in 2012. For example, the customer 
with ID (#04478) has an overall RFM score of 445, because he had made a recent purchase and 
was a frequent buyer (97 times), with £71,948.82 monetary value. In contrast, customer ID 
(#01992) has an overall RFM score of 111 because his last purchase was 174 days ago, he bought 
four times from the participant company, and with a low monetary value of £220. 
 

 
 
Table 1. RFM Predictive Variables 
 
The K-means clustering model is a data-mining technique used to segment data points into 
groups, each containing data points similar to one another and dissimilar to data points in other 
groups (Lloyd 1982). Considered the most widely used technique in a commercial context 
(Parvaneh, Abbasimehr, and Jafar 2012; Qin, Zheng, and Huang 2010), it uses an iterative 
algorithm that continuously readjusts until the best possible segmentation is achieved. In each 
iteration of the algorithm, each record is assigned to the cluster whose center is closest. 
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 In our study, we divided customers into 11 groups based on their RFM scores. This was 
accomplished using the K-means segmentation algorithm. Each resulting K-means cluster has an 
average RFM score, which is the mean of RFM scores of all customers belonging to that group. A 
total of 11 clusters was chosen to mimic the 11-point scale of the NPS, which would allow the 
classification of customers based on NPS’s promoter, passive and detractor categories. The 11 
customer groups were then sorted based on their average RFM score and given a corresponding 
NPS scale. For example, customers belonging to cluster number (1) had the highest average RFM 
score of (555) and received an NPS score of (10). However, customers grouped into cluster 
number (5) with an average RFM of (111) received an NPS score of (0) on the 11-point scale. This 
process was repeated for each of the (11) customer groups, as shown in Table 2. NPS categories 
were then formulated for the developed corresponding NPS scale, according to the classification 
of promoters (9, 10), passives (6, 7, 8) and detractors (0 to 5).  
 

 
 
Table 2. The New RFM_NPS Categories Using RFM and K-means Clustering Model 
 
Active Customers. We have identified active customers as those whose time in days since their 
most recent transaction does not exceed the average number of days of the difference between 
the two most recent consecutive transactions across all customers. Active customers were 
considered to be those who had not churned and had company dealings in the form of 
transactions, as shown in Table 3. Each customer’s recency value is compared to the average 
number of days of the difference between the two most recent consecutive transactions. If the 
value exceeds the average, the customer is labeled a churner; otherwise, the customer is 
considered loyal. In our case, the average of all calculated customers’ is (88.09907). Any customer 
with a recency value of greater than (88 days) was considered to no longer be conducting 
business with the participant company and thus inactive.  
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Table 3. Active Customer Predictive Variables 
 
Demographic Variables. We used the geographical location of customers, which appears within a 
transaction record. This resulted in limiting demographic input to the predictive model to 
customers’ region. Customers are distributed across seven regions in the UK: south-east, south-
west, Scotland, central-east, central-west, Northern Ireland and the Republic of Ireland.  
 
Text-mining Model. We built on and extended Villarroel Ordenes et al.'s (2014) study using a 
linguistic-based text-mining model to analyze the open-ended customer comments in the survey. 
We employed sentence-level analysis to extract insightful information about the customer 
experience. We developed a set of linguistic patterns to analyze the comments sentence by 
sentence. In total, 213 linguistic patterns were developed across service processes (e.g. field, 
parts, sales, control center, invoicing, finance and credit, and overall satisfaction). Then each 
sentence was categorized as a complaint, a compliment or a suggestion. The complaint category 
is defined as customer-initiated expressions of dissatisfaction with the company (Landon 1980). A 
compliment is defined as the “expressions of personal praise that indicate the degree to which 
someone or something is liked” (Straight 1989, p. 37). Furthermore, Kraft and Martin (2001) 
defined positive feedback as a compliment, taking the form of acknowledgment or an expression 
of gratitude. Customer suggestion is defined as an idea offered by the customer for improving the 
service (Villarroel Ordenes et al. 2014). Our model provides a greater level of sophistication than 
the standard text analytics, with a high level of accuracy at 94 per cent (Rust and Cooil 1994; 
Villarroel Ordenes et al. 2014). A sentiment score for each comment was then calculated. Then we 
divided customers into 11 groups based on their average sentiment score. This was accomplished 
using the K-means segmentation algorithm. Again, a total of 11 clusters was chosen to mimic the 
11-point scale of the NPS, which enabled the classification of customers’ NPS promoter, passive 
and detractor categories. Similar to the newly calculated RFM_NPS score, the 11 customer groups 
were then sorted based on their average sentiment score. Satisfied customers were assigned to 
clusters 3 or 10. Neutral customers were clustered under 5, 7 and 11. Complainer customers were 
mapped to clusters 1, 2, 4, 6, 8 and 9. The percentage of customers falling into each category is 
based on the three years of data. 
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Figure 2. Average Sentiment Score Clusters 
 
Customer Loyalty Model  
In classification modelling, sometimes referred to as supervised learning in data-mining and 
machine-learning communities, predictive variables are used to predict the values for a target 
field. In our study we used the predictive variables generated from the RFM model (recency, 
frequency and monetary scores), K-means model (the new RFM_NPS score), active customer 
category, demographic variable and the text-mining model (average sentiment score) to predict 
customer loyalty, which is our target variable. In particular, our customer loyalty model enabled 
us to classify customers as either churners or loyal customers based on these predictive 
indicators. “Churn” is a marketing term; however, there is some ambiguity when defining churn in 
the literature. A churner may be defined as a consumer who is either inactive in non-contractual 
settings (Rust, Lemon, and Zeithaml 2004; Tamaddoni Jahromi et al. 2010; Venkatesan and Kumar 
2004) or has defected to the competitor in contractual settings (Glady, Baesens, and Croux 2009). 
Our study set out to utilize behavioral, demographic and attitudinal data to predict customer 
loyalty.  
 
Our predictive model was built using neural and Bayesian network classification techniques. In 
marketing and service research, neural networks are generally viewed as powerful modeling 
techniques in customer retention (Datta, Pal, and Pal 2000). A Bayesian network is a graphical 
model that displays fields in a data set, and the probabilistic, or conditional, independencies 
between them. For example, a Bayesian network was used to predict customer life value (Baesens 
et al. 2004). We split the data into two steps: the creation or building of the model itself, and the 
actual usage of the model for future classification. In the context of this study we investigated the 
performance of the two classification algorithms (neural networks, Bayesian networks) for model 
generation. The accuracy results of these two algorithms were compared. The steps employed in 
the model’s construction are three-fold. First, a training set, 60 per cent of the entire data, was 
used to develop a training model. Then we tested the model against new data in the construction 
stage, which formed 30 per cent of the original data. Here the model was fine-tuned to decrease 
the error of false predictions. Finally, the model was validated against the remaining 10 per cent 
of customer data. These three steps are performed to ensure the repeatability and validity of the 
prediction model (Tamaddoni, Stakhovych, and Ewing 2015).  
 
RESULTS 
 
Descriptive Analytics   
This section focuses on analyzing the current loyalty measure (NPS) and identifying trends within 
the customers’ feedback survey data. We analyzed the status of customer NPS values across the 
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entire three years of data. This process was split into a series of analytic tasks that were performed 
on the attitudinal, behavioral and demographic data. First, we analyzed the loyalty status of 
customers with unchanged NPS values for the three years. The total number of customers 
surveyed over the three years was approximately 3,000 customers. The split between the NPS 
categories was 70 per cent promoters, 25 per cent passives and 5 per cent detractors across the 
three years (see Figure 3). This is typically interpreted as an excellent loyalty score for the 
company, with over half of the customers considered to be completely satisfied. Furthermore, the 
status of customers who had unchanged loyalty throughout the three-year period was also 
analyzed. Approximately 98 per cent of customers with unchanged loyalty are company 
promoters, while the other 2 per cent are passives and viewed as being indifferent to the 
company (see figure 3).  

 
Figure 3. The Status of Customers with Unchanged NPS Values for Three Years was Observed 
 
Second, our longitudinal analysis shows changes that occurred in the NPS over time, between 
two consecutive years (2012–13 and 2013–14). We analyzed those who had different NPS scores 
from one year to the next and split them into positive changes (from passive or detractor 
categories to promoter category), and negative changes (from promoter category to passive or 
detractor categories). The analysis shows that the positive change, which was 9 per cent at the 
end of 2013, decreased to 6 per cent at the end of 2014. Furthermore, the negative change 
increased from 5 per cent at the end of 2013 to 8 per cent at the end of 2014. 
 
Third, based on the behavioral data, the company offers different services to its customers, which 
consists of sales (new, used, lease), product support (parts and service transaction types 
(workshop, field) and customer service agreement (CSA) transactions (parts and service 
transaction types). Two types of customer were identified: those who have a maintenance 
contract with the company, referred to as Customer Service Agreement (CSA) customers; and 
those who deal in a non-contractual setting, referred to as Product Support (PS) customers.  
 
We found that customers who had made a sales transaction simultaneously made either a PS or 
CSA transaction. All CSA customers had made a PS transaction, with the exception of the case of 
one customer in 2014, who made a CSA transaction only. Moreover, there are very few customers 
who could be viewed as a “missed opportunity,” particularly as the number of customers having 
only sales transactions decreased over the years to almost a negligible fraction.  Moreover, the 
customers with a PS transaction have been further broken down to show the type of transaction 
itself, namely whether a customer ordered parts or the delivery of a service. This can be seen in 
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Figure 4, where an ongoing trend of parts exceeding service transactions is observed. This is 
particularly interesting considering that the company operates within the services context.  
 
 

 
 
Figure 4. The Split Between PS Parts and Service for Sales Customers 
 
Predictive Analytics 
As previously discussed, the company does not link customers’ NPS with their actual purchasing 
patterns. However, NPS was compared to actual customer spending patterns in our customer 
loyalty model. This makes it possible to understand actual customer behavior, instead of just 
customers’ self-proclaimed loyalty referral intention. We limited our analysis to the PS customers 
as a result of the unavailability of survey data for CSA customers.  
 
Following the RFM model, customers were divided into 11 groups based on their RFM scores. This 
was accomplished using the K-means segmentation algorithm, as previously discussed. Having 
developed an RFM score categorization similar to that of the Net Promoter Score (NPS), it then 
became possible to link the true underlying customer purchasing behavior with their self-
proclaimed referral intention present in the survey’s NPS category. This process entailed 
comparing customers’ resulting New_NPS_RFM, shown in Table 2, with their actual NPS categories 
present in the customer feedback survey data, to determine whether or not they matched. In this 
analysis, we identified the misclassified NPS categories for the years 2012, 2013 and 2014, as 
shown in Table 4. For instance, in the Promoter→Detractor category, over the three years there 
were 291, 522 and 524 customers respectively with a survey NPS category of “promoter”, when in 
fact their purchasing behavior was that of a “detractor.” Similarly, in the Detractor→ Promoter 
category, there were 10 customers in 2012, 8 customers in 2013 and 3 customers in 2014, who 
were misclassified as “detractors” based on the survey and whose underlying spending pattern 
was that of a “promoter.” In total, the percentage of NPS misclassification in 2012 was 72 and 85 
per cent in 2013 and 82 per cent in 2014. The number of negative misclassifications exceeded the 
amount of positive ones. Moreover, the percentage of customers whose NPS score and actual 
spending pattern were dissimilar was over half of the entire customer base for each of the three 
years of data. Thus, this analysis suggests that using survey-based single-item metrics alone is 
inadequate. Customers’ loyalty-based behaviors are multidimensional, and for this reason the 
attitudinal and behavioral data are essential components of measuring customer loyalty. 
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Furthermore, organizations should establish this link between customers’ self-proclaimed referral 
intentions and their actual spending patterns by comparing the NPS rating with customer 
transactional data, as the analysis suggests.  

 
 
Table 4. NPS Misclassification (New_NPS_RFM Vs. Survey NPS) 
 
Another analysis based on the RFM model and active customer predictor was performed to 
confirm that the NPS does not necessarily correspond with behavior and purchasing patterns. In 
this analysis, we compared each customer’s recency with the Average Diff_Recency. If the value 
exceeded the average, the customer was labeled a churner; otherwise, the customer was viewed 
as being loyal. In total, we found that customers’ NPS score and purchasing patterns did not 
match across the three years. While customer loyalty based on the NPS score classified customers 
into 70 per cent promoters, 25 per cent passives and 5 per cent detractors, the customers’ 
purchasing behavior analysis shows that only 54 per cent of customers were loyal and still buying 
from the company or using its services, and 46 per cent of the company’s customers were 
churners. Thus, the NPS metric misinforms managers, diverting them away from marketing 
actions because organizations rely on a sample of respondents’ memories of a service transaction.  
Text-mining Model. Our text-mining model automatically extracted customer opinions from the 
customer survey data. Our approach enabled us to capture and analyze the root causes of 
customer complaints expressed in verbatim comments. In addition, organizations can understand 
why customers are churning using details about the sources of friction. The model uncovers 
potentially vulnerable customers that NPS would have considered loyal and not requiring 
intervention strategies. Every comment was analyzed automatically using the developed 
linguistic patterns and then assigned to one of the seven high-level root-cause categories: 
communication, capability, parts, price value, process adherence, quality and service capacity. 
Root causes help managers to better understand and analyze the key reasons for friction. We 
found that 63 per cent of the company’s customers were complainers, 22 per cent were satisfied 
and 15 per cent were neutral. 
 
Top Churners Versus Sales Volume. Our customer loyalty predictive model shows how top churners 
are promoters in the NPS category. We selected 20 top churners based on their monetary 
indicator to evaluate their customer loyalty. Customers with high spending levels are more likely 
to stay, and changing patterns in spending may be an indicator of churn. As shown in Table 5, for 
example, the top churner is a customer (#408720) who used to buy products or services to the 
tune of £1,333,736. Similarly, our model reveals that the company was losing £6,073,696 by 
relying on the NPS alone to indicate whether the customer was still active. This is further 
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confirmation that NPS is not a useful measure of customer loyalty. Furthermore, our model 
enables firms to identify the source of friction that has led to churning. For example, customer 
(#408720) had a problem with parts delivery communication, as noted: “Generally, it's a long way 
with getting feedback and part order and delivery…”  Customer #53511, who bought £949,016 of 
services and products, is also a churner and complained about technician prices: “Reduce the 
hourly rate a bit. I would like it to be towards 40 pounds per hour.”  
 

 
 
Table 5. Top Churners Versus Sales Volume 
 
Customer Loyalty Model Evaluation  
We examined the classification power of the neural and Bayesian network techniques in the three 
phases of analysis (training, testing and validation). Table 6 shows the predictive accuracy of each 
of the training, testing and validation phases of the Bayesian and neural network classifiers 
algorithm. Our model is accurate across all three stages. While there is a slight increase in the 
percentage of error in the validation phase compared to the training phase, on average the 
model predicts correctly in 98 per cent of cases. This is a remarkably high percentage of accuracy 
and confirms the validity of the developed model with the suggested predictive variables as 
inputs. 
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Table 6. Comparing the Outperformed Classifier Techniques (Neural Network and Bayesian Network) 
  
Typically, in big data projects, an evaluation is needed to compare the selected predictive models 
in order to choose the best model. Evaluation charts show how models perform in predicting 
particular outcomes. They work by sorting records based on the predicted value and confidence 
of the prediction, splitting the records into groups of equal size (quantiles) and then plotting the 
value of the business criterion for each quantile, from highest to lowest. Multiple models are 
shown as separate lines in the plot. In our case, we used a cumulative gains chart to evaluate and 
compare the performances of the neural and Bayesian networks (Burez and Van den Poel 2007; 
Linoff, Berry, and Bery 2004). For cumulative charts, higher lines indicate better models. In many 
cases, when comparing multiple models, the lines will cross, so that one model will be higher in 
one part of the chart and another will be higher in a different part of the chart. As shown in Figure 
5, cumulative gains charts start at 0 per cent and end at 100 per cent, going from left to right. The 
gains chart in our model, using the two algorithms, rises steeply toward 100 per cent and then 
levels off.  

 
Figure 5. Cumulative Gains Chart of Neural Network and Bayesian Network 
 
In our model, the Bayesian network provides insights into the probabilities of loyal customers and 
churners being in specific geographical areas. This identifies where they should focus their efforts 
to retain customers who are likely to leave the company. In our case, as shown in Table 7, the 
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probabilities are that 22 per cent of south-western customers, 22 per cent in the south-east, 19 
per cent in Scotland, 17 per cent in the central-east and 16 per cent of west-central customers will 
churn. By contrast, the model predicts that 20 per cent of customers in the central-west, 19 per 
cent in Scotland, 19 per cent in the central-east, 17 per cent in the south-west and 15 per cent in 
the south-east will be loyal. 
 

 
 
Table 7. Bayesian Network Customer Loyalty Probabilities for the Geographical Areas 

DISCUSSION  
 
Creating and maintaining customer loyalty is imperative for any firm’s long-term success, which is 
fueled by managers’ recognition of the benefits that a loyal customer base brings (Aksoy 2013). 
Loyal customers are much more likely to be retained, devote a higher share of spending with the 
firm, tend to be more satisfied (Oliver 1999) and engage in positive word-of-mouth about the firm 
(Reichheld and Sasser 1990). All of these desired behaviors are ultimately expected to translate 
into consistent cash flows and increased revenue for the business. However, this requires formal 
customer experience programs that monitor performance and guide improvement efforts 
(Homburg, Jozić, and Kuehnl 2015). Typically, this is obtained through customer surveys that track 
measures such as satisfaction, repurchase intention and word-of-mouth intention (Morgan and 
Rego 2006).  
 
Managers still believe and use the survey-based measures as leading indicators of customers’ 
behavior (e.g. retention, share-of-wallet allocation, word-of-mouth) (Aksoy 2013). Although these 
measures are important, they do not provide practical insights into why customers are churning 
and what managers should capture from customers’ voices from textual comments to start to 
better allocate resources and improve customer loyalty. One of the central arguments in this 
paper is that organizations should begin capitalizing on the data points extracted from customer 
systems to simultaneously measure the attitudinal and behavioral components of loyalty. The 
novelty of our proposed customer loyalty model stems from addressing this specific gap and 
demonstrates that a data-driven approach to assessing and predicting customer loyalty is 
superior to relying on single-item metrics such as NPS. In particular, our model shows how firms 
can compare NPS scores with repurchasing behavior as a loyalty assessor, using predictive 
variables such as the RFM model, demographics, active customers and textual customer 
complaints, while the most popular performance measure, the NPS, completely disregards this. 
Clearly, customer loyalty measurement requires holistic loyalty-tracking initiatives. Based on the 
amalgamation of data sources, the actual underlying customer loyalty can be fully assessed and 
interpreted through the use of big data analytics. Furthermore, our model has the predictive 
ability to determine whether customers are likely to churn, thereby increasing the model’s 
functionality. Over the three years, if the organization used NPS as an indicator for customer 
loyalty, over half of the customers were considered to be completely satisfied (70% promoters, 
25% passives and 5% detractors). However, using our analysis, New NPS_RFM, as shown in Table 2, 
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we identified many misclassified NPS categories, which has misled the company. For example, in 
2013 and 2014 we found that approximately 500 customers were considered to be detractors 
when they were classified as promoters according to the NPS classification. Furthermore, the 
customers’ purchasing behavior analysis shows that only 54 per cent of customers were loyal and 
still buying from the company and 46 per cent of the company’s customers were churners (see 
Figure 6).  
 
Thus, the NPS alone is not sufficiently accurate. If organizations want to understand why their 
customers churn, the answer could come from the verbatim comments provided in survey data 
or social media. Our text-mining model enables us to analyze the root causes of customer 
complaints, which expressed in free verbatim comments, uncover potentially vulnerable 
customers that the NPS would have considered loyal and not requiring intervention strategies. 
Furthermore, we transferred the complaint status of survey comments into an average sentiment 
score (satisfied, complainer, neutral) using the K-means clustering technique (satisfied, 
complainer, neutral). We found that 63 per cent of the company’s customers were complainers, 
22 per cent were satisfied and 15 per cent were neutral. The selected 20 top churners (Table 5) 
show how churners with high spending levels are promoters in the NPS category. These findings 
demonstrate that measuring customer loyalty is complex and our predictive analytics model can 
help organizations to measure it precisely.  

 
Figure 6. Customers’ NPS Scores and Purchasing Patterns Do Not Match Across Three Years 

MANAGERIAL IMPLICATIONS  
Our paper has several important implications for managers. First, we provide a framework with 
which to integrate a multitude of customer data, by including demographic, behavioral and 
attitudinal customer data to assess and measure customer loyalty. The combination of these 
multiple data sources, along with the proposed techniques, measures customer loyalty more 
accurately than a single loyalty metric. Indeed, our study highlights the unreliability of the NPS or 
overall satisfaction as a single loyalty measure within B2B complex service organizations. Second, 
our predictive analytics model uses novel big data techniques to predict customer loyalty and to 
identify customers who have “churned” or are no longer conducting business with the 
organization. In particular, our approach underscores the benefits of setting up systematic multi-
methods using a big data approach to capture and analyze customers’ data across multiple 
customer systems. Third, the model incorporates a linguistic text-mining approach to determine 
the complaint status of each customer by mining survey textual feedback that divides customers 
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into groups of complainers, neutral or satisfied. If organizations want to understand why 
customers churn, the answer is likely to be found in verbatim comments. Integration of the 
verbatim comments can identify and address customers’ pain points within critical touchpoints of 
the service and unmask the root causes that are likely to affect customer loyalty. Fourth, the 
research provides a new method for organizations to begin capitalizing on their data points 
extracted from customer systems to simultaneously measure the attitudinal and behavioral 
components of loyalty. At the very least, organizations should compare their customers’ self-
proclaimed referral intention (NPS rating) with their actual spending patterns. 

CONCLUSION 
 
Single-question customer metrics such as the Net Promoter Score are popular tools that are used 
widely in practice in an attempt to measure customer loyalty. The literature suggested that 
growing reliance on a simple single customer metric is a very risky trend and that companies 
should adopt a more nuanced multidimensional approach to predicting customer behavior. This 
paper addresses this research gap and contributes to the assessment and measurement of 
customer loyalty and satisfaction using big data techniques within B2B complex service 
organizations. We developed a new model employing the recency, frequency and monetary 
(RFM) technique to transform customer transactional data into profitability scores, facilitating the 
categorization of customers based on purchasing behavior. Furthermore, the K-means clustering 
technique was also used to identify customers who have “churned” and are no longer conducting 
business with the organization. We extended the linguistic text-mining approach introduced by 
Villarroel Ordenes et al. (2014) to determine the complaint status of each customer by mining 
textual survey feedback dividing customers into groups of “complainers,” “neutral” or “satisfied.” 
Finally, our predictive analytics model used neural networks and Bayesian networks to predict 
customer loyalty. The results of the study highlight the gross inadequacies of using the NPS as a 
single loyalty metric, thereby supporting the criticism of the NPS in the literature. The result of the 
prediction phase is a model that is capable of correctly predicting 98 per cent of customers that 
are likely to churn, based on the results of the validation data set. This is a remarkably high 
percentage in terms of accuracy and ensures the validity of the developed model, with the 
suggested data parameters as predictive variables. On this basis, firms are discouraged from using 
the NPS as a single metric of loyalty assessment. Importantly, this novel approach offers 
practitioners a new way to utilize data more effectively and to provide rich insights and specific 
actions to improve customer experiences.  
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